Causal Relationship between Monetary Policy and the Stock Market: a Bootstrap Rolling Window Approach

Khalid Khan
PhD, Assistant Professor, School of Finance, Qilu University of Technology, Changqing, Jinan, Shandong, China.

Wang Qingyang
Droit et AES, Universite de Bretagne, Brest, France.

Adnan Khurshid
PhD, Assistant Professor, Economic Department, University of Abbottabad, Pakistan.

Abstract
This study examines the causal relationship between the monetary policy and the stock price in Pakistan. We use bootstrap Granger full-sample causality test and sub-sample rolling window estimation test for the period of 1992:01 to 2015:06. The empirical result shows that there is a unidirectional causality from monetary policy to the stock price. However, considering the structural changes, we assess the parameter stability by using the full sample for short run relationship and find the short run instability for the full sample. This recommends that full-sample data cannot depend upon for the precise result. To address the structural changes issue, we propose rolling window approach is used to revisit the causal relationship between the two series and the result reports the bi-directional causal relationship between the monetary policy and the stock market. The relationship between the stock market and the money supply is not consistent, and the upward trend may cause serious policy implication on the stock market for future investment and profit.
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Introduction
The relationship between the stock market and monetary policy has become an area of interest. The recent financial crisis has enhanced the importance to study the relationship between the monetary policy and stock market (Thorbecke, 1995). It is significant to evaluate the impact of the future course of action in the economy. Both are directly and indirectly sensitive towards the inflation, real output and interest rate (Ioannidis and Kontonikas, 2006). The monetary policy is a device to control the money supply and liquidity which have an ultimate goal of price stability; low unemployment and the stock market provide an opportunity to corporate sectors raise capital for business financing (Okpara 2010). Thus, the information of one side can predict the future action of another one. The changing pattern of economies should study to investigate the relationship (Gregoriou et.al. 2009; Abaenewe and Ndugbu 2012). The precise relationship between the monetary policy and the stock market gives a better understanding of the transmission mechanism. Several studies show stock market as one of the transmission mechanism of monetary policy, which interconnected to the economy and may have the impact on the consumer spending and the investment Goodhart and Hofmann, 2010). The monetary policy is a touchstone for investors and government authorities both have insight information to predict their future course of action (Mishkin, 1996). It should consider the stock market to prevent the substantial fluctuations in the prices. As according to the different economist, the stock market volatility has direct or indirect destabilizing effect on the monetary policy. The nature of relationships is necessary to examine as the price stability is the principal goal of the monetary policy, and a stock market is an important unit in the economy (Bernanke and Gertler, 1999).

The study contributes to the existing literature to revisit relationship of monetary policy and the stock market taking into account the significant changes occurs as a result of globalization and financial openness (Hassan and Javed, 2009). The dynamic relationship between the monetary policy and the stock market is significant in the context of the emerging country like Pakistan. Over the last two decades, Pakistan economy has confronted high inflation, high-interest rate and structural weakness which enhanced the importance of an effective monetary policy and sound capital market. Pakistan is an underdeveloped economy, and recently various reforms started to develop the capital market. The process of privatization, economic liberalization, and easing of regulations on operation of financial institutions has initiated to facilitate the development of the
financial market in the country (Hussain and Mahmood, 1999). These reforms have to boost up the inflow of the foreign investment in the financial market which may make the stock market vulnerable to any fluctuations in the monetary policy. In 1997-98, Pakistan faced economic challenges and hit by the Asian financial and the economic sanctions imposed due to the atomic explosion. In the 2000s an average economic growth rate of 7 percent is achieved. The Karachi stock market among the best performing stock market in the emerging economies. The monetary policy may have an adverse implication for the equity market (Alam and Muzafar, 2014). In 2007-08 the global financial crisis and the internal economic instability in the shape of energy crisis, law and order situation, political instability, massive foreign debts have a significant impact on the economy. The domestic weak economic condition and the recent global financial crisis have enhanced the importance of the stock market and monetary policy relationship. These factors give encourages investigating the relationship between the stock market and the monetary policy in Pakistan.

**Literature review**


This study is conducted to find the relationship between the monetary policy and the stock market. There is a dearth of research related to the Pakistan in the area of monetary policy and the stock price. As from the review of previous literature, the causality between the two series may suffer from the misleading result in the presence of structural changes in the full sample time series data. (Balcilar et al., 2010). The economic sanctions, the Asian financial crisis, weak internal economic condition, global financial crisis and the recent wave of terrorism in Pakistan cause structural changes in the economy. These structural changes led to show instability between the monetary policy and the stock market. To overcome weaknesses of the conventional methods, we propose a new technique of determining the causality between the monetary policy and the stock market in Pakistan, the bootstrap Granger full sample causality test and the sub-sample relationship between the rolling window estimation. This method has the advantage that it finds the full sample and sub-sample relationship and finds the structural changes over these time periods. This study takes into the consideration the full sample causality as well as the sub-sample by using the rolling sub-sample with fixed window size to test the causality causal link between the monetary policy and the stock market. The rolling window approach captures the structural changes. The results show the bidirectional relationship between the monetary policy and the stock market exist in several sub- samples. The relationship between the money supply and the stock price is two-way at various sub-samples. The money supply has both positive and negative impact on the stock price and vice versa.

This study has the following sections. Section 2 is literature review. Section 3 presents the methodology, section 4 consists of data, section 5 explains the empirical result and section 6 present conclusions.

**Methodology**

The objective of this paper to find the causal relationship between the stock market and the money supply (M2). The standard Granger causality test is defined as, whether the previous information of a variable improves the forecasting of another variable. In this sense, if a variable does not Granger cause the other
variables; the available prior information does not result in the other variables. The Likelihood ratio, and Wald, Lagrange multiplier (LM) test statistic, for testing the Granger causality. The standard Granger causality has the disadvantage of non-asymptotic properties if the variables considered are co-integrated or integrated and with small size and distinct bias and spurious regression. The issue of the integration can be overcome by employing the Toda and Yamamoto (1995), which has the advantage to produce the valid asymptotic critical values, irrespective of the level of integration or co-integration. Shukur and Mantolos (1997a) examine the power and size properties of the modified Wald test by employing the Monte Carlo Simulation and they conclude does not correct size in small- and medium-sized samples. However, the power and size are improved by using the residual based bootstrap (RB) method (Shukur and Mantalos (1997b). A number of Monte Carlo Simulation studies have established that RB method performance is better than the standard asymptotic test (Mantalos and Shukur, 1998; Shukur and Mantalos, 2000; Mantalos, 2000; Hacker and Hatemi-J, 2006; Balcilar et al., 2010). In particular, Shukur and Mantalos (2000) verify that small sample modified LR tests show comparatively better power and size properties. Their results show that in the absence of co-integration, all standardized tests that do not use the RB method perform inadequately, particularly in small samples. We employ the bootstrapping Granger causality test to avoid the small size issue. The study uses residual bootstrap (RB) methods used Balcilar et al. (1995), which produce the robust critical values.

To show the RB-based modified-LR causality test, the bivariate VAR ($p$) process is considered as follows:

$$
\begin{align*}
ST_t & = \phi_0 + \phi_1(L)\phi_2(L)ST_{t-1} + \epsilon_{1t} \\
M2_{2t} & = \phi_0 + \phi_3(L)\phi_4(L)M2_{2t-1} + \epsilon_{2t}
\end{align*}
$$

where $\epsilon_t = (\epsilon_{1t}, \epsilon_{2t})'$ is a zero mean, independent, white noise process with non-singular covariance matrix $\Sigma$.

The optimal lag length $p$ is determined by the Schwarz Information Criteria (SIC) in this study. ST and M2 indicate stock price and money supply respectively. $\phi_j(L) = \sum_{k=1}^{p} \phi_{jk} L^k$, $i, j = 1, 2$ and $L$ is the lag operator defined as $L^k x_t = x_{t-k}$.

Based on Equation (1) the null hypothesis that money supply does not Granger causes the stock price is tested by imposing the restriction $\phi_{12,k} = 0$ for $k = 1, 2, \ldots, p$. Similarly, the null hypothesis that stock price does not Granger causes money policy is tested by imposing the constraint, $\phi_{21,k} = 0$ for $k = 1, 2, \ldots, p$.

As discussed, the full-sample causality tests in this paper rely on RB-based $p$-values and modified-LR statistics. If the first null hypothesis $\phi_{12,k} = 0$ for $k = 1, 2, \ldots, p$ is rejected, there is a significant causality running from money policy to stock market. This means monetary policy can predict movements in the stock market. Similarly, if the second null hypothesis $\phi_{21,k} = 0$ for $k = 1, 2, \ldots, p$ is rejected, stock market causes the monetary policy, the stock market has predictive power. The augmented Dickey Fuller (1981), Philip and Perron (1988) and Ng and Perron (2001) are used to investigate the stationary. The lag length is selected by employing the Akiake Information Criteria (AIC).

**Parameter stability test**

The time series analysis assumes that the underlying parameters is stable over time, but sometimes the assumption does not hold because of structural changes. The outcome from full sample causality test would become misspecified, and hence, the causal associations between the series would show variability. (Balcilar and Ozdemir, 2013). Granger (1996) stresses the issue of parameter non-constancy as one of the most challenging issues faced by recent empirical studies. The presence of the structural break in the data is detected by parameter stability test.

Andrews (1993) and Andrews and Ploberger (1994) addressed the short run parameter instability by using the Sup-F, Exp-F, Mean-F test. We apply $L_c$ test (Nyblom, 1989; Hansen, 1992) to test for all parameters in the overall VAR system. However, the underlying variables are cointegrated in levels; the VAR model in the first difference is misleading unless it is corrected with error correction. The rolling estimation technique produces various parameter estimates which are more or less alike for the system to exhibit the stability. If a time series display parameter estimate that different from other is likely to suffer from instability and result of estimation is unreliable. Therefore, we employ rolling-window Granger causality test which detects the structural change and may give different causality result over the rolling sub-sample of data.
The Sup-F, Mean-F and Exp-F are calculated from the sequence of LR statistics, which examined the null hypothesis of parameter constancy against one-time structural change at each possible point of time in the full sample. The p-values and the critical values by employing the bootstrap method. According to the Andrew (1993), fifteen percent of both sides are trimmed, and the sample is reduced to the [0.15, 0.85] which the relevant sample to be tested for parameter stability. With respect Lc test they are computed for the equation as well as the VAR system separately by using the FM-OLS estimators.

Sub sample Rolling window causality test

The structural changes are a challenge in the time series study. The various technique is used to address these structural breaks, i.e. dummy variables and sample splitting. The pre-test bias arises due to these methods. A rolling window sub-sample Granger causality is used to avoid the parameter constancy and pre-test bias (Balcilar et al., 2010). There are two significant factors for employing the rolling estimations first; the causal relationship between variables can change over time. Second, rolling estimation can detect instability across different sub-samples due to structural change, and the rolling-window estimation captures this process. According to Balcilar et al. (2010), rolling window process is based on the fixed-size sub-sample. On the basis of this statement the fixed-size rolling window with given observation, the full sample is converted to a sequence of T-I sub-sample that is, t-I+1, t-I, T for r= I, I+1, ..., T. Now this RB-based modified-LR causality test is alternative to single causality test for full sample to test each sub-sample. Possible changes in the causal links between monetary policy and stock market are intuitively identified by calculating the bootstrap p-values of observed LR-statistics rolling through T-I sub-samples. The impact of monetary policy on the stock market is defined as the average of the entire bootstrap estimates derived from the formula, with representing the number of bootstrap repetitions; similarly, the impact of the stock market on monetary policy is obtained from the formula. Both and are bootstrap estimates from the VAR models in Equation (1) The 90-percent confidence intervals are also computed, for which the lower and upper limits equal the 5th and 95th quantiles of each of the \( \hat{\theta}_{2I,k} \) and \( \hat{\theta}_{12,k} \), respectively (Balcilar et al., 2010).

The rolling window estimation should meet the criteria of the accuracy of parameters and representativeness of the model which depends upon the window size.

The window size is the precision of estimates, and it controls the number of observations. A small window size improves the representativeness but reduces the accuracy. On the other, a large window size may improve the precision of estimates but may reduce the representativeness in the presence of heterogeneity. Consequently, we must select a suitable window size to balance the trade-off between representativeness and accuracy. A large window size is needed to ensure the precision of parameter estimates, but a window size that is too large may increase the risk of including some of these multiple shifts in the window sample claims for a smaller window size. As for the issue of inaccurate estimates as a result of the selected small window size, it can be addressed by the bootstrap technique employed in the rolling estimation for better precision.

According to (Balcilar et al., 2010) there is no specific procedure to select the window size in rolling estimations. Pesaran and Timmerman (2005) they report that under the structural changes window size is depend on persistence and size of the breaks and select the window size according to the square root mean square error. On the other hand, the Monte Carlo simulation under the frequent breaks recommends the minimum limit of the window size of 20. In views of the above two conflicting requirements, we select the 30-month window size. A large window size improves the precision of parameter estimates, but at the same time, the large window size may increase the risk of including some of these multiple shifts in the window size sample claims for a smaller window. The bootstrap technique is used to overcome the issue of inaccurate estimation which arises as a result of the small window size.

Data

This paper uses the monthly data from 1992:01 to 2015:06. The monetary policy is represented by the money supply (M2), and the stock market is represented by Karachi Stock Market Index (KSE-100). The money supply data is obtained from the economic survey of Pakistan and the State Bank of Pakistan annual reports. The KSE-100 index data is collected from the Karachi Stock Exchange website and economic survey of Pakistan. First, all the data are transformed to the natural logarithm to correct for potential heteroscedasticity and the dimensional difference between series. The sample periods have experienced some unfavourable economic events on both the external and internal front. The period witnessed an unprecedented boom in the stock market. The Asian financial crisis of 1997 and the global financial crisis in 2008 is the most crucial one. On the internal fronts, nuclear test in 1998 faced the economic sanction which has an adverse impact on the
stock market. In 1998 the Karachi Stock Index (KSE-100) decline due to the south East Asian financial crisis, the imposition of an economic sanction on account of nuclear test. In the first half of the 2000s the average economic growth rate was more than 7 percent, cheap credit was available on the market. In the same periods, the stock index and the money supply increased in the same direction. In April 2008, the KSE-100 index crossed the 15,000 points in its stock exchange history. The global financial crisis and the internal weak economic condition cause the stock market to decline the equity market sharply, the KSE-100 is fallen by 62 percent. To control the further decline a “floor was fixed at 9144 points. A tight monetary policy adopted to cope up the financial crisis implication. The overall moment of the stock market and money supply by the state bank are in the same directions. In general, the stock market and the money supply have a weak relationship which makes the relationship more complicated.

The first step is to detect to the stationary of the series. We use the Augmented Dickey Fuller (1991), Philips and Perron (1998) and KPSS test proposed by Kwiatowski et al. (1992). The test shows that both the M2 and the ST are not stationary in their levels but after differencing, both the series become stationary, which is integrated of order one $I(1)$. In the next step, we test the full sample causal relationship between the two variables using the VAR model. The lag structure is calculated for the bivariate VAR model. The optimal lag length is calculated by the Schwarz information Criteria (SIC), select one as the optimal lag length.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Level</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADF</td>
<td>PP</td>
</tr>
<tr>
<td>M2</td>
<td>0.241(13)</td>
<td>0.35(7)</td>
</tr>
<tr>
<td>SM</td>
<td>0.244(0)</td>
<td>0.164(6)</td>
</tr>
</tbody>
</table>

Note: *** and ** indicate significance at the 1% and 5% levels, respectively. The numbers in parenthesis indicate the lag orders selected based on the recursive t-statistic, as suggested by Perron (1989). The numbers in the brackets indicate the truncation for the Bartlett Kernel, as suggested by the Newey-West test (1987).

The LR test uses the $p$-values obtained 10000 Bootstrap approximation replications. By means of the RB based modified-LR causality tests, the full-sample causality results are reported in Table 2. The null hypothesis for the full sample Granger causality test that M2 does not Granger causes the ST. The results of the Bootstrap LR test conclude the unidirectional causality running from M2 to ST. These results are consistent with the existing literature (Hussain and Mahmood, 1999; Ahmad and Hussain, 2006).

To test the reliability and validity of the full sample Granger causality results, it needs to investigate the parameter stability of the coefficient of our estimated VAR model. This type of parameter stability test is required to complement the full sample Granger causality test, as if the estimated parameter is stable over the full-sample, we can conclude that our results are valid. On the other hand, if the parameter shows the parameter instability then the result is unreliable for full sample Granger causality results thus need to examine the specific periods in the sample where the instability occurs.

<table>
<thead>
<tr>
<th>Test</th>
<th>$H_0$: M2 does not Granger cause ST</th>
<th>$H_0$: ST does not Granger cause M2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bootstrap LR Test</td>
<td>Statistics</td>
<td>$p$-values</td>
</tr>
<tr>
<td></td>
<td>5.626**</td>
<td>0.022</td>
</tr>
</tbody>
</table>

Note: ** indicates significance at the 5% level.

However, there is a default assumption in previous literature that in time series structural changes do not exist and there is only a single causal relationship for the full-sample periods (Balcilar et al., 2013). In the presence of structural changes, the parameter in the VAR models using full-sample will shift with time, and the result is unstable. Therefore, the full-sample causality test with the assumption of parameter constancy and a single causal relationship for the full-sample results are unreliable and invalid (Zeleis et al., 2005). The above factors may cause the conflicting results; it is, therefore, imperative to investigate parameter constancy and the possible causes of such deviation in the parameter. The Sup-F, Mean-F, Exp-F test is used for short term stability. The Sup-F, Mean-F, Exp-F test the null hypothesis of parameter constancy against the parameter non-constancy. The Sup-F test is used to detect that whether the regime shift occurred or not, whereas the Exp-F, Mean-F, investigates the model stability over time (Balcilar et al., 2010). The $Lc$ test of Nyblom (1989) and Hansen (1992) is also used to test for all parameters in the overall VAR system.
In Table 3, the results of the test for both series along with the related p-values are described. These p-values are attained from the Bootstrap approximation to the null distribution of the test statistics, constructed using Monte Carlo Simulation using 2,000 samples generated from the VAR model with a constant parameter. The results of the Sup-F test under the null hypothesis of one-time sharp shift are obtained, reported in the table. The result exhibits that parameter instability in the monetary policy equations exists, as the null hypothesis is rejected at the 1 percent level of significance. On the other hand, the stock market equation fails to reject the null hypothesis by the Exp-F test in the stock market index. The result of the Sup-F exhibits the existence of one-time sharp shift in the series. The Mean-F and Exp-F test also can not reject the null hypothesis for the stock market equation. The entire three tests, the Mean-F, Exp-F, Sup-F test, are shows that there is a parameter instability in the stock market equations since the null hypothesis is rejected at one 1 percent level of significance. It is evident from the result that there is short term parameter instability exist in the monetary policy equations. However the stock market equations have a stable parameter. The results for the overall VAR model for the Sup-F, Mean-F, Exp-F, shows the parameter stability since the null hypothesis for all the three tests are fails to reject. The result exhibits that it does not evolve gradually. The Lc. test is used to shows the long-term parameter stability of parameter of the model. The results for the Lc detect that parameter follows the random walk process proposed by Gardner (1969), evidence of the parameter constancy in the overall VAR models estimated. As according to the results reported in Table 3, it is concluded that our model has unstable parameter over the sample period implying that the full-sample results are unreliable and invalid.

As the above test detect the existence of structural shift in the model, so any statistical inference based on this assumption is likely to be invalid. The dynamic relationship between the monetary policy and the stock market shows instability across the different sub-sample in the models, and this gives the sufficient impetus to use the rolling-window technique to assess the VAR model to capture these structural breaks. The rolling-window approach has the advantage to detect the dynamic causal link between the two equations more precisely in the presence of structural breaks in the different sub-samples (Balcilar et al., 2010). The Rolling estimators, also commonly known window size, selected on the basis of probable accuracy and precision of parameter estimators. We select the window size 30 window periods. According to Balcilar et al. (2013), the choice of window size is a significant feature to study, as it concludes the number of rolling estimates. The greater the window size, the more the precision of estimates though in the existences of heterogeneity there may be less representativeness of parameters. The smaller fixed window size.

Table 3. Parameter Stability Tests

<table>
<thead>
<tr>
<th></th>
<th>M2 Equation</th>
<th></th>
<th>ST Equation</th>
<th></th>
<th>VAR Equation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistics</td>
<td>Bootstrap p values</td>
<td>Statistics</td>
<td>Bootstrap p values</td>
<td>Statistics</td>
<td>Bootstrap p values</td>
</tr>
<tr>
<td>Sup-F</td>
<td>80.680***</td>
<td>0.000</td>
<td>7.486</td>
<td>0.486</td>
<td>23.297**</td>
<td>0.015</td>
</tr>
<tr>
<td>Mean-F</td>
<td>25.719***</td>
<td>0.000</td>
<td>2.918</td>
<td>0.461</td>
<td>10.011*</td>
<td>0.056</td>
</tr>
<tr>
<td>Exp-F</td>
<td>36.639</td>
<td>1.000</td>
<td>1.875**</td>
<td>0.422</td>
<td>7.130**</td>
<td>0.043</td>
</tr>
<tr>
<td>Lc.*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.796**</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Notes: We calculate p-values using 2,000 bootstrap repetitions. *", **", and "***" denote significance at 10, 5 and 1 percent, respectively.

In Figure 1 below the the rolling estimates for each subsample are reported. It begins 30 months trimming from the beginning of the full sample, i.e. 1994:06 to 2015:06. Panel (a) and (b) of Figure reports the bootstrap p-values of the rolling test statistics testing the null hypothesis; monetary policy has no impact on the stock market and the magnitude of effect monetary policy on the stock market. In the Figure 1 panel (a) the monetary policy does not Granger cause the stock market is rejected at 10 percent significant level in the several sub-sample, including 1997:08-2004:04,2008:09,2011:05,2011:11,2013:02-2013:03,2013:10-2014:14. Theses sub-sample the monetary policy has an impact on the stock market. The panel (b) reports the bootstrap estimates of the rolling window coefficient to test the null hypothesis that monetary policy does not Granger cause the stock market and it is evident that in the sub-sample periods of 1997:08, the monetary policy has a negative impact on the stock market, whereas in the sub-sample of 2004:04, 2008; 09, 2011:05, 2011:11, 2013:02 to 2013:09 2013:10 to 2014:04 has a positive predictive power for stock market. 1997:08 to 2004:04, the monetary policy has a negative predictive power of the stock market. In the sub-sample, the money supply increased, and the central bank pursues the tight monetary policy. In the periods of 2004:04,2008;09,2011:05,2011:11,2013:02 to 2013:09 2013:10 to 2014:04 has a positive influence on stock market. In this specific period of time, as the money
The money supply witnessed an upward trend and at the same time, stock market has performed well. The money supply increases from 2486.6 billion rupees to 9,482,136, million. The upward trend in the money supply may increase the future expectation about an economy. In 2008:09 the money supply (M2) deteriorates due to the external account position and the tight monetary policy by the State Bank of Pakistan (SBP), which left the money market dry, contraction of the money supply. In this period, the growth in the money supply (M2) was declined by 4.59 % in the corresponding to the last years. The money supply decreased to Rs 215.0 billion from Rs 227.1 billion. The sharp decline is consistent with expected fiscal and external current account deficits, which is projected to be 8 percent. In sum, the result from the bootstrap sub-sample period’s estimations shows both negative and positive effects of money supply (M2) on the stock price and in the remaining sub-sample periods it has an insignificant impact.

In the Figure 2 panel (a) exhibits the bootstrap p-values of the rolling test statistics to assess the null hypothesis that stock price does not Granger cause the money supply, and also examining the magnitude of the impact of stock price on the money supply respectively. The figure reports the sub-sample periods where the null hypothesis that stock price index does not Granger causes the money supply reject the null hypothesis at a 10 percent significance level, including 1994:04, 1996, 2002:02 to 2003:08, 2005:06 to 2006:05, 2007:07, 2007:11, 2007:12, 2009:12, 2010:12, 2011:04, 2011:12 to 2012:06, 2013:2014:03

The Figure 3 panel (b) shows the magnitude of impact of stock price index on the money supply and the bootstrap estimates of the sum of rolling window coefficient testing the null hypothesis stock market does not Granger cause the monetary policy and shows that from 1994:04, 1996:06,2002:02 to 2003:08 has a negative impact on the monetary policy and the sub-sample periods from 2005:06 to 2006:05, 2007:07, 2007:11,
2007:12, 2009:12, 2010:12, 2011:04, 2011:12 to 2012:06, 2013:2014:03 has a positive effect on the monetary policy. The impressive growth of the stock market in 2004; rising from 3403 to 5430 points; an increase of 59.6 percent. The aggregate market capitalization also increased by 92.4 percent in the corresponding periods. In the specifics sub-sample, the market has more money available, improvement in the country economics condition, declining rate of alternative investment, stability in the exchange rate, a massive amount of liquidity in the market. It is evident from the Figure 3 and 4 that stock price has both negative and positive influence the money supply. In this period the economic condition improved. In sum, the study shows that the money supply and the stock price have both positive and negative bi-directional causality. In Pakistan, the stock market and the monetary policy has an inconsistent relationship. In the sample periods, the monetary policy and the stock market have both positive and negative bi-directional link (Seong, 2013).

![Fig. 2 panels (a). Bootstrap p-value of rolling test statistic testing the null that ST does not Granger cause M2](image)

![Fig. 2. panel(b) Bootstrap estimates of the sum of the rolling window coefficients for the impact of ST on M2](image)

In the sample periods. In the early 1990s started the structural reforms in the financial sectors but since 2000 these reforms were pursued vigorously to achieve the economic stability and to compete for the global economic events. In 1998-1999 the economy was severely hampered due to economic sanctions and the Asian financial recession. The prevailed uncertainty shaken the investors’ confidence in the market the demand for credit and economic activity declined. The Karachi stock index witness downturn in the same periods. State bank of Pakistan started a prudent monetary management with tight fiscal policy, and money supply increased in the market, government borrowing from banks, statutory liquidity ratio (SLR), and the repo rate was sample periods. In the early 1990s started the structural reforms in the financial sectors but since 2000 these reforms were pursued vigorously to achieve the economic stability and to compete for the global economic events. In 1998-1999 the economy was severely hampered due to economic sanctions and the Asian financial recession. The prevailed uncertainty shaken the investors’ confidence in the market the demand for credit and economic activity declined. The Karachi stock index witness downturn in the same periods. State bank of Pakistan started a prudent monetary management with tight fiscal policy, and money supply increased in the market, government borrowing from banks, statutory liquidity ratio (SLR), and the repo rate was declined. The tense
global business environment caused by 9/11 events had an impact on the stock market and monetary policy. The state bank of Pakistan pursued a tight monetary policy to manage the precarious situation. The global financial crisis and the unstable internal economic and political condition in the fiscal year 2008-2009 damaged Karachi Stock Index (KSE-100). The volatile economic situation along the structural issues put the monetary management under pressure which further aggravated. The state bank revisits their monetary policy from expansionary to tight policy. The monetary policy and the stock market are two essential ingredients of an economy, and both are interrelated to each other. The economic events occurred at both domestic and global level has to impact on the relationship between the stock market and the monetary policy. The results suggest the policy implication; First, in the monetary policy formulation and execution, the stock market should take into account. Second, switching between various monetary policy stance formulated by State Bank of Pakistan would increase the risk premium for the stock investor.

Conclusion

The study is conducted aiming to examine the causal relationship between the monetary policy and the stock market. The study use the full-sample Granger Causality test and sub-rolling estimation. The rolling window estimation has the advantage that it captures the structural breaks which occurs over the periods. The results from the full sample Granger causality test show that the monetary policy predicts the stock market whereas the stock market does not Granger cause the monetary policy. The sub-sample parameter stability test show that in short runs, relationship between the monetary policy and the stock market is unstable. We use the bootstrap rolling window method to detect the sub-sample causality between the monetary policy and the stock price and the result shows the causal link between the two equations at the specific sub-sample. Our result in the sub-sample shows the bi-directional Granger causality between the monetary policy and stock price. The result shows both the positive and negative relationship between the monetary policy and the stock price. However, both stock price and money supply shows an upward trend, but our results show a weak relationship. The instability is observed in the causal link between the stock market and the monetary policy due to economic transition and the structural changes. The relationship between the money supply and the stock price has some implication for the economy. First, in the monetary policy formulation and execution, the stock market should take into account. Second, switching between various monetary policy stance formulated by State Bank of Pakistan would increase the risk premium for stock investors. The investor would perceive the tight monetary policy an indication of diminishing economic activity in the future.
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